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Abstract

The purpose of this project is to build evaluation capacity and advance the science of evaluation through three lines of work. The first line of work involves technical and empirical work on  “principled discovery”. Empirical application of principled discovery will be carried out using selected EHR/STEM and other data sets. The second line of work, deals with the strategic allocation of evaluation resources. The focus is on the design of an evaluation portfolio. Methods will include review of the literature on R&D project portfolio management, case studies of portfolio management, and interviews with agency-level staff about the perceived value of alternative frameworks and checklists for portfolio planning. The third proposed line of work is directed at enhancing the infrastructure of the evaluation community through efforts to develop and institutionalize the reporting and dissemination to the press of key evaluation findings at the annual meeting of the American Evaluation Association (AEA). Methods will include the identification and recruitment of evaluators who can present key findings about important educational and other evaluations. A dissemination plan has been developed to foster the dissemination of the resulting work to appropriate audiences. Collectively, the three proposed lines of work should contribute to educational evaluation and evaluation capacity, as well as to research and evaluation more generally. Principled discovery offers the promise of learning about both the moderation and the mediation of important social and educational interventions, while winnowing out pseudo-discoveries. Improved models of evaluation portfolio management should contribute to the design of evaluation studies that provide more comprehensive, more useful, and more efficient evaluation. The proposed dissemination of evaluation findings to the media holds the promise of increased attention to and use of evaluation findings, while also increasing visibility and organizational capacity for a national evaluation organization.
Introduction

The road to evaluation use, especially use in policymaking, is typically long and circuitous, and complete road maps are lacking.  The existing road maps are far better for some parts of the journey than for others.  This proposal is directed toward three lines of work where the existing road maps are especially lacking.

Consider first the step with which the journey toward evaluation use usually begins: the decision that something should be evaluated.  On what basis is this decision made?  Why are some programs evaluated rigorously and others not at all?  Moreover, once a decision to evaluate has been made, what organizational level (or aspect of practice) is the focus of evaluation? How should decisions be made about whether evaluation should focus on, for example, an entire program funding stream (e.g., NSF's new Math Science Partnership [MSP] program as a whole) vs. the individual projects supported through that funding stream vs. some specific educational practice carried out in several of those projects?  The answers to some of these questions may occasionally be mandate legislatively, but agencies often have at least some degree of discretion.  Critical questions also arise about how to allocate limited evaluation funds. Within a funding stream or program, should evaluation funds be allocated to all projects proportionate to project budget, or should some projects be evaluated with a substantially higher level of effort? And, given the decision to evaluate a program or project, which approaches and techniques should be chosen from the long menu of evaluation alternatives?  Admittedly, evaluators often enter the stage after most or all of these decisions have been made. However, these decisions -- decisions to evaluate a program, at some level of effort, with certain types of evaluative methods – make a great deal of difference, and yet have received relatively little attention in the evaluation literature (Mark, 2000).  One line of work discussed in the proposal is designed to develop better guidance for evaluators, program staff, and others who make decisions about the allocation of evaluation resources.

Once the decision has been made to evaluate with a particular type of evaluation, the existing road maps are for the most part fairly good for much of the journey toward use.  That is, the evaluation literature is filled with articles and books that detail the theory and methods of various evaluation approaches.  There are, however, occasional major gaps in these guides.  One important issue for which existing road maps are sketchy involves the interplay and trade-offs between discovery and verification.  In short, the issue is how evaluators can learn from data without being misled by chance findings.  Educational and other social programs take place in complex environments; they are not likely to have the same effects on everyone in every circumstance; and differences in the way a program is delivered probably have important consequences in terms of the outcomes it achieves (Mark, Henry, & Julnes, 2000; Pawson & Tilley, 1997).  In general, we do not know enough about these complexities to plan an evaluation that tests them all in an a priori, planned way.  Instead, it is desirable to have evaluation methods that allow the evaluator to discover some of the complexities that were not known about an advance.  However, a serious potential problem can arise in that, with enough looking, something will appear to be a real pattern just by chance.  In sum, then, additional guidance is needed for evaluators who wish to try to learn inductively from data without being misled by the appearance of chance patterns. One line of work described in this proposal is designed to provide a better roadmap for this potentially important part of evaluation methodology.

Moving further along the pathway toward evaluation use, use will not occur unless those who can and should use evaluation findings are made aware of them.  The evaluation literature provides reasonable guidance about communicating evaluation findings and processes to specific targeted individuals or groups who have been identified as potential users (e.g., Patton, 1997).  At the same time, recent perspectives on evaluation have emphasized the participation of a wider range of evaluation consumers (e.g., House & Howe, 1997), and the road map is not yet well-developed for wider dissemination of evaluation findings, including dissemination to the public at large.  And dissemination to the public may be very important.   Public opinion effectively sets the direction for many changes in public policy over time (e.g., Monroe, 1998).  Wide dissemination of evaluation findings can also be critical for direct use by legislators and other policymakers, because wider discussion in the media and public increases the likelihood that information from evaluation will be considered in policy deliberations (Greenberg, Mandell & Onstott, 2000).   

For evaluation to fulfill its promise, then, developments are needed in several areas.  These include methods for the strategic allocation of evaluation resources, evaluation methods that balance the discovery of unexpected relationships with subsequent verification, and enhancements of the infrastructure that supports evaluation dissemination. Three lines of work are proposed to build evaluation capacity in these areas. Two of these lines of work are intended to advance the state of the art in evaluation. One of these involves theoretical and empirical work on the management of organizations’ evaluation portfolios. This line of work corresponds to the first fuzzy point noted above in the road map leading to evaluation use, that is, to the way decisions are made about what to evaluate and how.  The second proposed line of work involves “methods for principled discovery”.  This work corresponds to the second fuzzy point on the road map, that is, the desire to discover more about the complexities of a program's effects while avoiding the inaccurate conclusions that can result from chance. The third proposed line of work is directed at enhancing the infrastructure of the evaluation community, specifically in the area of dissemination of key educational evaluation findings. In the following three sections, each of these three lines of work is described (beginning with principled discovery), including rationale, methodologies, and expected contributions and benefits.  In a subsequent section, a dissemination plan is presented for the three lines of work.

This proposal may be unusual in the inclusion of three relatively distinct lines of work.  Although it is possible that NSF will not find all three equally interesting, the decision to include them all in this proposal was conscious and deliberate, for four primary reasons.  First and foremost, all three lines represent areas of great opportunity.  Each line of work addresses an important -- and, to date, inadequately addressed component of evaluation capacity. Work at the level requested in this proposal has the opportunity to make a great deal of difference in each area.  Second, there are some potentially beneficial linkages across the three lines of work.  For example, it may be that agencies’ evaluation portfolios would generally benefit by including some funding for principled discovery.  Without additional work on principled discovery, however, it would be difficult to make this claim convincingly.  As another example, the dissemination line of work can also contribute indirectly to the dissemination of the other two lines of work.  That is, important evaluation figures who take part in the dissemination work will also be exposed informally to the principal investigator’s work in the other two areas. Third, all three lines of work represent extensions and continuations of the ongoing research and practice activities of the principal investigator.  This is not simply a matter of convenience or personal preference.  One of the reasons that significant advancement is possible in these three areas is that considerable groundwork has been laid.  Fourth, evaluation capacity is itself a multi-faceted thing. Many capacity building efforts all too easily oversimplify the challenges that are involved.  By dealing with multiple points in the evaluation process, the proposed work will be less likely to fall prey to oversimplified and overgeneralized conclusions about building evaluation capacity.  For example, later publications deriving from this grant can attempt to synthesize across the three lines of work, and use the accumulated results and experiences (along with the experiences of others) to help build a more comprehensive model of evaluation capacity building.  

Background

Principled Discovery

Evaluations often begin, implicitly at least, with a general form of hypothesis to be tested, such as the hypothesis that a particular type of school reform will cause an increase in student achievement. Initial hypotheses may on occasion be somewhat more specific, detailing “moderation”, that is, indicating that the program will work better in some circumstances than others, or specifying “mediation”, that is, positing the mechanism(s) through which the intervention is expected to have its effects. In general, however, the initial hypotheses will be woefully inadequate, relative to the complexities and contingencies of causal relations in social and educational realms. 

How can evaluators hope to go beyond relatively simple initial hypotheses and try to fill in some of the missing knowledge about the rest of the “causal package” within which a program or other intervention has its effects? And how can they do this without being misled by chance findings that arise only because one has sifted through the data so much? Mark et al. (1998, 2000; Mark, in press) use the term “principled discovery” to describe methods that allow for discovery, via induction, of the complexities of contingent intervention effects, but that are principled, in the sense of being disciplined by other data so as to sort out chance findings.

The standard statistical models to which quantitatively trained evaluators are exposed in their training emphasize the testing of a priori hypotheses, and understate the importance of discovery. Rosenthal (1994) casts the issue in stark terms: “Many of us have been taught that it is technically improper and perhaps even immoral to analyze and reanalyze our data in many ways (i.e., to snoop around in the data). We were taught to test the prediction with one particular preplanned test...and definitely not look further at our data....[This] makes for bad science and for bad ethics” (Rosenthal, 1994, p. 130).  Failure to explore one’s data may especially be bad science and bad ethics – and lead to bad guidance for practice -- in the context of evaluation.  In general, major evaluation data sets are costly and difficult to obtain, and failure to learn inductively may mean foregoing a valuable opportunity to create better or cheaper or more appropriately targeted programs. 

At the same time, unfettered snooping and data mining creates other serious problems of science, ethics, and practice.  When a discovery occurs, chance generally exists as a plausible alternative explanation (along perhaps with other plausible alternative explanations). Moreover, the likelihood of finding something by chance increases the more one snoops in one’s data. As Stigler (1987, p. 148) put it metaphorically, “Beware of testing too many hypotheses; the more you torture the data, the more likely they are to confess, but confession obtained under duress may not be admissible in the court of scientific opinion.”  The problem of multiple tests leading to chance findings is sometimes referred to as “multiplicity” and has been identified as “one of the most prominent difficulties with data-analytic procedures” (Diaconis, 1985, p. 9).  

Principled discovery, as a general approach to try to avoid these problems, has two primary steps. First, the researcher carries out some exploratory analyses that may (a) demonstrate the contingent limits of a causal relationship (i.e., identify moderators of the effect), (b) suggest an underlying mechanism (i.e., identify a mediator), or (c) both. Second, the researcher then either (a) replicates the initial finding or, more likely in evaluation, (b) conducts a test of a theoretical implication of the new finding, or (c) both. These two steps of principled discovery can be carried out in conjunction with the traditional procedures used to test an a priori hypothesis. 

The first step of principled discovery, that is, the exploratory analyses through which discovery occurs, can be carried out in a wide variety of ways (Mark et al., 1998; Mark, 2001). The methods of discovery are as varied as the methods of systematic inquiry, and include (but are not limited to): (1) exploratory use of regression, ANOVA, ANCOVA, or other techniques to search for moderators of treatment effectiveness, where the potential moderating variables may consist of client characteristics, attributes of different sites where the program is administered, and aspects of the service delivery (e.g., Julnes, 1995; Mark, Hofmann, & Reichardt, 1992); (2) exploratory data analyses (Behrens, 1997; Tukey, 1977); (3) inspection of residuals from planned hypothesis tests; (4) exploratory search for higher level moderators in multilevel modeling (e.g., Seltzer, 1994); (5) exploratory use of classification techniques (e.g., cluster analyses of students, teachers, or sites) with subsequent analyses to see whether the intervention has differential effects, across the observed categories; and (6) the exploratory testing of mediational models. 

In these and numerous other ways, evaluators can attempt to discover possible variations in treatment effectiveness. However, without the second general step of principled discovery it is dangerous for evaluation consumers to use such findings, that is, to act upon an unexpected discovery.  As noted previously, because of chance, the “tortured” data set may “confess” to something.  Nevertheless, an evaluator could in principle stop after running exploratory analyses with no problem of ethics (as evaluators sometimes do in practice), as long as the exploratory findings are explicitly described as such. That is, the evaluation report, after reporting the planned tests carried out to test the original hypothesis, could then present the discovery-oriented tests and findings along with clear caveats that the latter work was exploratory and that its findings should be treated as hypotheses subject to subsequent verification.  This approach, which may be suitable in basic research (even if it is inconsistent with most journals’ publication policies), is problematic in the context of evaluation.  Decisions about a program usually cannot be deferred until after a second evaluation is finished. Indeed, resources may not be available for another evaluation.  Moreover, it is difficult to persuade the consumers of evaluation reports to give the findings of exploratory research the same degree of uncertainty that a researcher thinks is appropriate.  The people who will use the evaluation are likely to generate explanatory accounts for any exploratory findings, and these self-generated theories may influence their subsequent actions (even if the finding is a chance one). 

Accordingly, the second step of principled discovery is needed. In essence, this step calls for subjecting any discovery to replication or some other tests(s). Replication is widely recommended as the ideal way to “discipline” discoveries. However, replication will often not be feasible in evaluation before decisions must be made, and evaluations of large-scale interventions are generally costly and time consuming and therefore difficult to replicate. It may also be politically infeasible to delay action until after a replication has been done. Likewise, in evaluation, replication via cross-validation with a split sample is generally not feasible.  Cost and other practical considerations generally make it impossible to collect extra data for the express purpose of replicating exploratory analyses on a fresh subsample. 

In the absence of replication or a split-sample, the second step of principled discovery will usually require that other tests be carried out within the same data set. In general, this will require some theory development to guide the choice of new tests. Although replication enables what might be called “black box disciplining,” whereby a finding is confirmed without additional conceptualization, in general other forms of disciplining require theory development. An empirical discovery from Step 1 of principled discovery (such as the discovery of differential effects across subgroups on a key outcome) is used to infer an underlying mechanism. This newly induced mechanism is then used to generate a distinct prediction that should be true if the mechanism is operating. This new prediction is then tested, typically using different variables in the same data set. Alternatively, in some cases the evaluator may be able to add additional measures midway through an evaluation to test the explanatory account generated to explain a discovery made during preliminary analyses. In yet other cases, a discovery might suggest a more specific test (e.g., of a specific functional relationship), with the increased specificity of the second test providing greater confidence that the original discovery was not the result of chance (Abelson & Prentice, 1997).

Julnes (1995) illustrated principled discovery (he referred instead to the “context-confirmatory approach”) in an evaluation of a “resource mother” program.  In this program, staff provided support to new single mothers. In the a priori, planned test that compared program clients’ outcomes with those of a comparison group, Julnes found that program was effective on average. Further exploration, in the discovery phase of the inquiry, revealed that the effects were larger for older than for younger mothers. Julnes then posited that younger mothers’ needs were more tangible and task oriented, and not necessarily met by the resource mothers, who often provided primarily emotional support. To further test this new account, Julnes differentiated the support mothers on the basis of the extent to which they provided tangible support versus emotional support. Subsequent tests confirmed that, as expected, the program was especially ineffective for younger mothers when the support mothers emphasized emotional support. 

Principled discovery is valuable because it can help fill in the missing information about the contingencies of a world of complex causal relations, while reducing the likelihood of being misled by chance findings. Without principled discovery, large-scale evaluations will often result in overly conservative (and often “no effect”) conclusions.  Too often, such evaluation fail to discover which kind of student is helped under which conditions -- and perhaps which kind of student is harmed when.  Instead, in the conventional comparative evaluation, subgroups with large, small, and perhaps negative effects are averaged together.  Admittedly, if relevant theory is strong, it can guide planned tests of the effect of the intervention on different subgroups. Unfortunately, in most cases, theory is not adequate for this purpose. In contrast, principled discovery can aid in identifying the rest of the “causal package” required for a program to work effectively, while minimizing false leads that otherwise would arise due to chance.

The proposed work on principled discovery will proceed in three complementary directions. 

(1) Empirical examples.  A major focus will be on the development of additional empirical examples. Clear and detailed examples that highlight the concepts, methods, and benefits of principled discovery are essential for the widespread adoption of the approach. Empirical work should also clarify areas where further conceptual and technical development is needed. Discussions have taken place with NSF REC personnel about EHR/STEM data sets that may be suitable for secondary analyses for principled discovery.  One that has been identified comes from an evaluation of a national project called Scope, Sequence and Coordination (SS&C). The goal of SS&C was to help students achieve the National Research Council Science Standards. The three-year intervention focused on 13 high schools across the nation. The evaluation included a quasi-experimental design with a matched comparison group, baseline data, both quantitative and qualitative assessments of achievement, and a wide array of data from site visits to the schools and classrooms, interviews, and surveys (see, e.g., Lawrenz, Huffman & Robey, in press).  In addition, other investigators have volunteered two other data sets to be analyzed for principled discovery, one from an evaluation of universally funded pre-K in Georgia and another from a multi-site evaluation of alternative housing models for the homeless.  Having some substantive diversity across empirical examples is desirable. Different kinds of findings may emerge in different program areas, and varied examples may better convince evaluators (and other researchers) that principled discovery is a generally useful approach.  Access to additional data sets, including STEM and other kind of programs, is expected if needed.   

The methodology for the empirical work on principled discovery has been summarized above.  A variety of kinds of exploratory analyses will be conducted searching for moderators of treatment effects (e.g., subgroups of students for whom the intervention is more beneficial).  Prior to the exploratory analyses, a plan will be developed about what potential moderator variables to examine in which order.  When a discovery occurs, potential explanations will be generated.  These explanations will in turn generate additional, confirmatory tests.  In addition, techniques for controlling for "torturing" the data, such as Bonferonni’s and alternative means of controlling for error rate (e.g., Benjamini & Hochberg, 1995; Shaffer, 1995) will be applied. 

(2) Technical issues.  Despite its potential benefits, important practical limits will often apply to principled discovery. One shortcoming is that statistical power to detect moderator effects may sometime be lacking. Another is that some aspects of principled discovery as a research strategy are not yet well developed. In particular, it would be helpful to have either user-friendly procedures for specifying the degree to which a new test is independent of the original discovery or other procedures to control adequately for multiplicity.  Accordingly, in a second branch of the principled discovery line of work, technical work will be undertaken.

One important technical issue involves the degree of confidence added by nonindependent principling tests that rely on the same data set as that which generated the original discovery.  In short, the primary issue here involves how much "confidence" to have in the results of principled discovery, as a function of the number of exploratory tests, the number of confirmatory (and nonconfirmatory) principling tests, and the magnitude of effect associated with each.  There are some relatively simple and well-developed ways of dealing with this issue, in particular Bonferonni and related tests.  However, these may be needlessly conservative and do not appear to behave appropriately when the analyst conducts several, rather than only one, successful confirmatory test.  A Bayesian approach seems to hold promise, but an optimal solution may require information about the degree of independence of the multiple confirmatory tests.  

In addition, somewhat different technical issues arise depending on the specific form that a discovery and the stage-two confirmatory test take.  For example, imagine that the exploratory first stage of principled discovery revealed that the SS&C intervention is more successful for males than for females on a standardized test of science achievement.  (A)  Using a simple way of trying to demonstrate that this discovery was not to chance, the evaluator might predict a similar interaction on another outcome measure, such as a laboratory-based performance assessment.  But this need not be treated as a new analysis totally separate from the first (standardized) outcome measure.  Alternatively, at the second stage of principled discovery an analysis could be conducted treating the two measures as indicators in a latent variable structural equation model.  Analytic work is needed to assess whether the latter approach better accounts for chance than the former.  (B)  Alternatively, the verification-oriented test from the second stage of principled discovery might not involve an additional outcome variable. Once again, assume that the exploratory analysis reveals that males benefited more than females from SS&C (or, more generally, revealed an interaction between some client attribute and the treatment variable).  Another form of disciplining could involve testing for some second-order interaction that should moderate the interaction observed in the exploratory analyses.  For example, the hypothetical gender difference in SS&C could stimulate an explanatory account based on the idea that most instructional examples used in SS&C are stereotypically male.  If observational or interview data exist regarding the instructional examples, then one might hypothesize that the initially observed male-female difference should be largest in classrooms with instructional examples of greater interest to boys, but should disappear in classrooms that did not use sex-linked instructional examples. In such a case, technical issues arise in regards to the statistical power associated with the higher-order interaction test, which can vary substantially as a function of the distribution of the two moderator variables (Cohen, 1988; McClelland & Judd, 1993).

As these examples illustrate, somewhat different technical issues arise depending upon the specific form that the confirmatory tests take in the second stage of principled discovery.  In general, the major technical concerns appear to be (1) procedures for taking into account the multiple comparisons that are made (i.e., the use of multiple statistical tests) and (2) the reduced statistical power that may exist for finer- and finer-grained subgroup analyses.

(3) Dissemination.  Further dissemination of the ideas of principled discovery will be a major objective. To date, the ideas of principled discovery have been presented primarily in books and book chapters (Mark et al., 1998, 2000; Mark, in press).  Efforts will be undertaken to disseminate the ideas, methods, and illustrations of principled discovery in journals and at conferences that are visible to educational researchers, psychologists, and evaluators, and through a website.

The development of empirical examples and dissemination will receive greater attention, and work on technical issues lesser attention, especially in the first 18-24 months of the grant period. Compelling examples may be necessary to increase the use of and attention to principled discovery.  In addition, the development of several strong examples will help inform the direction of technical work.  For example, do successful verifications in the second step of principled discovery usually involve new tests with other predictor variables, or with other outcome variables, or with moderators of the relationship that was identified during the discovery phase?  The answer to this and other questions can help determine what kind of technical work is most needed.  Experience with the actual examples will help clarify, for example, whether relatively simple and established methods for controlling for error rate (such as Bonferonni and its more recent cousins) typically suffice, or whether other procedures are needed.

Further development and application of principled discovery should contribute in important ways to educational evaluation, as well as to research and evaluation more generally. In a world characterized by complex causal relations (Mark et al., 2000), the effect of any intervention is likely to be limited by a number of moderators, some expected a priori but many unknown. In addition, even program theory or logic models are developed (e.g., Bickman, 1990), our understanding of mediating processes is almost certainly incomplete. Principled discovery offers the promise of learning about both the moderation and the mediation of important social and educational interventions, while winnowing out pseudo-discoveries that result from “torturing the data”. It is difficult to predict the specific impacts that would occur for learner populations, as this will depend on the specific discoveries that are made.  However, it seems safe to predict that the consequences for educational evaluation in the long run will be substantial.

Management of Evaluation Portfolios

Most discussions of evaluation planning and methodology focus on how to carry out the single evaluation study. In contrast, relatively little attention has been given to the design of an “evaluation portfolio”. The term evaluation portfolio refers here to the allocation of resources to different types of evaluation studies, either addressing a single program or an agency or other organizational unit. Although finer distinctions can be made, it is useful to differentiate between the program-level evaluation portfolio and the organization-level evaluation portfolio (leaving aside for the moment the question of which organizational unit is focal). Especially for a single large-scale and complex program, designing a program-level evaluation portfolio involves such questions as: What proportion of the evaluation budget should be allocated to descriptive studies designed to ensure that clients meet legally specified eligibility criteria and that services are being delivered as planned?  What proportion to studies intended to determine whether there are distinct subtypes of local projects being carried out under the umbrella of the program? What proportion to case studies or to quasi-experiments or to randomized clinical trials designed to assess the impact of the program on clients?  And so on. For the organization-level evaluation portfolio, similar questions arise but there is an additional set of concerns.  Put simply, the key question for the organization-level evaluation portfolio is: How should the organization's evaluation resources be allocated across the various programs for which the organization is responsible?  Should, for example, some of the organization's programs be evaluated with extensive and expensive comparative designs to assess impact, while for other programs less intensive descriptive methods of monitoring suffice? And how are such judgments to be made?  

The development of organization-level and program-level evaluation portfolios are among the most central acts that government departments, ministries, and agencies and private foundations carry out in terms of evaluation.  These organizations must decide what sort of evaluation activities to solicit and fund.  An agency’s entire budget can of course be devoted to a single type of evaluation activity; in many if not most cases, however, a more diversified approach will probably make a greater contribution to social betterment.  Different kinds of evaluation can trigger different social mechanisms related to the funding, operation, and use of a social program (e.g., Mark et al., 2000).  In other words, evaluation can lead us toward social betterment via different paths.  Especially given the complex contexts in which policies operate and in which decision about policies are made, agencies commonly would be wise to allocate some resources to more than one path.  In other words, funders of evaluation typically need to construct an evaluation portfolio.  Even individual evaluators or teams of evaluators often need to design an evaluation portfolio.  For all but the smallest evaluations, evaluators may need to create a mix of different methods to address various information needs -- that is, to design a program-level evaluation portfolio.   

Bozeman and Rogers (2001) have identified several factors that constrain the extent to which management of R&D funding can be strategic.  Most of these factors apply to program funding more generally. These factors include the role of annual federal budget cycles, which constrain changes in funding for a project, the absence of clear-cut criteria of effectiveness, and the existence of different priorities in the government hierarchy.  Such constraints on the extent to which an agency's funding decisions can be strategic may in fact make it more important that evaluation planning is both strategic and attuned to the portfolio rather than to the individual evaluation activity.

When agency staff who manage evaluations think in terms of the planning of individual evaluations rather than in terms of the evaluation portfolio, they may misallocate evaluation resources. For example, informal review of the evaluation literature suggests that most agencies’ and foundations’ evaluation portfolios may include inadequate attention to classification and values inquiry (Mark, 2000). Classification refer to methods (e.g., cluster analysis, confirmatory factor analysis, content analysis, and case study-based development of a taxonomy) designed to identify different categories, and to classify specific cases into the proper category.  For example, one might classify different types of clients, subtypes of interventions, or categories of contexts in which a program operates.  Classification can provide important contributions, including assistance in identifying the critical client, program, and contextual conditions that come together to determine treatment effectiveness. Values inquiry refers to systematic study of the values held regarding a social policy or program and its effects.  Methods include systematic surveys carried out with program staff, clients, stakeholders, and the public to assess how strongly each of these groups values various program processes and potential outcomes.  An assortment of interview and small group techniques can also be used (for more discussion of values inquiry methods, see Mark et al., 2000, Chapter 10). Values inquiry can be an important guide to other evaluation work, in particular by indicating which potential measures are most important to include. Values inquiry can also guide the reporting and interpretation of findings, by allowing results to be framed in terms of different groups’ values. Despite the potential benefit of classification and values inquiry, it appears that these kinds of research are underrepresented in most evaluation portfolios.  Likewise, some shift in evaluation resources to principled discovery may generally be justified.

The proposed work on evaluation portfolios complements ongoing research by Barry Bozeman and his colleagues on the strategic management of government-sponsored Research and Development portfolios (e.g., Bozeman & Rogers, 2001). That work employs the "research value mapping" (RVM) approach (Bozeman & Kingsley, 1997), which uses detailed case studies, and sometimes follow-up quantitative data collection, to examine various kinds of outputs from R&D projects. From one perspective, Bozeman’s work focuses on portfolio management for R&D funding decisions themselves, rather than on the evaluation portfolio.  From another perspective, it can be seen as using RVM to evaluate a set of R&D funding decisions, for example by examining the relationship between various attributes of a supported project and the level of project outputs.  Viewed from this second perspective, those in charge of an organization's evaluation portfolio would need to consider how much funding they would provide for work like that of Bozeman & Rogers (2001) and how much for other forms of evaluation. 

Activities are proposed to contribute empirically and conceptually to the development of the evaluation literature on evaluation portfolio management. Specific planned activities include the following.

1) Review of the literature on R&D project portfolio management. This will be undertaken to identify methods that may be applicable to evaluation portfolio management. 

2) Conduct case studies of evaluation portfolio management at NSF.  This will involve several specific methods, including (a) studying the background of a particular funding stream, (b) reviewing a sample of evaluations, and (c) carrying out interviews with relevant NSF staff regarding their practices, implicit theories about managing evaluation portfolios, and perceptions of constraints on portfolio management.  Part of the interviews will be semi-structured, designed to capture actual practices of and perceived constraints on portfolio management.  Part of the interview will be structured, designed to assess the extent to which the staff member sees various criteria as relevant and important in their management of an evaluation portfolio.  For example, a partial review has been complete of the literature on private-sector product development portfolio management (conducted in relation to work for a major private foundation; see, e.g., Cooper, Edgett & Kleinschmidt, 2001).  Based on this review, criteria have been identified that may be important in deciding how intensely to evaluate a program.  These include the program’s cost, its expected returns (in terms of whatever outcomes are important), its centrality to the organization's mission, and the expected uses of evaluation.  Respondents will additionally be asked to reflect on the utility of different frameworks that can be used to assess the adequacy and comprehensiveness of an evaluation portfolio (such as Mark et al.’s, 2000, suggestion that there are four primary method families used in evaluation: descriptive, causal, classification, and values inquiry methods).  Interview items will also assess respondents' reactions to a set of normatively-based propositions about evaluation portfolio management (an example of a simple proposition is, “the more uncertainty there is about the nature of likely evaluation use, the more important it is to have a diversified portfolio”; Mark, 2000).  Structured interview items will also assess the extent to which different staff members perceive that they have discretion in managing an evaluation portfolio.  The number of case studies that will be conducted will depend in part on the breadth of each case study (e.g., one Directorate-level case study will in general require more effort than a case study of a relatively small program).  It is anticipated that at least one Directorate-level and four program-level case studies will be conducted at NSF.

3) NSF offers several benefits as a site for these case studies.  First, with the initiation of the Math and Science Partnership (MSP) program, there may be an opportunity to observe planning of an evaluation portfolio in real time.  Second, the opportunity exists to conduct case studies at different organizational levels, including program-level evaluation portfolios and organization-level (at least in the sense of Directorate-level).  Third, preliminary review suggests that different kinds of decisions have been made about evaluation across programs, allowing potentially informative contrasts across the case studies.  Nevertheless, depending upon the findings from the case studies at NSF (and depending upon how quickly findings seem to converge across case studies, rather than showing different patterns), the decision may be made to initiate case studies in other agencies.  No formal arrangements have yet been made to work with other agencies.  This is because it is not possible to identify with confidence what kind of characteristics another agency should have, prior to knowing the findings from NSF.  Informal contact with staff in other federal Departments and agencies suggested that access to other case study sites will be possible.

4) Cross-case analyses will be carried out (see e.g., Yin, 1994).  Separate analyses will focus on organization-level allocation decisions, project-level choices about different evaluation methodologies, and the perceived utility of frameworks and normative propositions that may in general help guide evaluation portfolio management.

5) Dissemination of this work on evaluation portfolio management will be undertaken through conference presentations, publications, a web site, and perhaps workshops.  
The construction of an evaluation portfolio is one of the most important tasks facing organizations that fund evaluations. Despite its importance, relatively little attention has been given in the literature to the construction of an evaluation portfolio. There are likely to be some concrete ways that evaluation portfolios can be improved; for instance, many evaluation portfolios might benefit from increased attention to classification, values inquiry, and principled discovery. Further, some general techniques and guidelines could be developed that should be of value in portfolio planning. Explicit attention to these techniques and guidelines by those who fund evaluation should improve evaluation portfolios and thus increase the extent to which evaluation can contribute to social betterment. In addition, although the proposed work does not explicitly address the issue of how to integrate findings from multiple methods (Mark & Shotland, 1987; Greene & Caracelli, 1997), better planning of the various methods used in an evaluation portfolio should have positive consequences for the use of mixed methods.  Another long-term benefit should be to raise evaluation portfolio management to the agenda of evaluation scholars and practitioners, stimulating subsequent advancements. In the context of STEM evaluation, improved theory of evaluation portfolio management may help craft the design of fleets of evaluation studies that provide more comprehensive, more useful, and more efficient evaluation. 

Infrastructure for Disseminating Key Evaluation Findings:

Giving Evaluation (indirectly) to the People

The literature on evaluation use has largely replaced the old command-and-control model of direct instrumental use with a more complex model that includes multiple actors and processes that commonly mediate use (e.g., Weiss, 1983). Evaluation findings are disseminated through many channels, including the media and members of specific policy communities. In addition, public opinion can influence the policies that evaluation findings address (Greenberg et al, 2000). Evaluation use may therefore be enhanced by the dissemination of evaluation findings through vehicles other than the traditional evaluation report and briefing. In addition, broader dissemination of the contributions of evaluation may increase the visibility and the institutionalization of evaluation – that it, evaluation capacity -- in the long run. 

This proposed capacity building effort involves an attempt to develop and institutionalize the reporting and dissemination to the press of key evaluation findings at the annual meeting of the American Evaluation Association (AEA).  Dissemination of evaluation findings through the press can increase the likelihood of evaluation use for several reasons.  First, policy makers and others in policy-setting communities may learn about evaluation findings from the press.  Second, the beliefs and opinions of members of the public are sometime shaped by reports in the press, and this can influence decisions made at local levels, as has been the case with many important decisions about education historically.  Recent attention to dialogue and deliberation in the evaluation literature (e.g., House & Howe, 1999) similarly suggest the importance of sharing evaluation findings with the general public.  Third, as already noted, dissemination of evaluation findings through the media can indirectly influence use in policymaking, because public opinion can influence policy makers.  Fourth, increased visibility of evaluation is in and of itself likely to increase the probability that evaluation findings will be considered during policy deliberations.  Finally, an argument can be made concerning the value in its own right of disseminating evaluation findings to the public, particularly in the case of publicly funded evaluations of publicly funded programs.  Such dissemination may contribute to both the perception and reality of accountability in government, for example.

Specific activities for this effort will include the following. 

1) Study of the efforts of AAAS, the American Association for the Advancement of Science, which has an active model of press involvement and research dissemination centered around its annual meeting (this will take place primarily in Year 1). 

2) Coordination with AEA regarding the timing of the presentations relative to the annual meeting program as a whole.  Preferences of the AEA conference coordinating committee will be critical in determining whether the major presentations under this initiative will be sequenced throughout the conference or will take place as a mini-conference before or after the main AEA meeting.

3) Identification and invitation to evaluators who can present key findings about important educational evaluations (as well as evaluations in related areas).  Presenter selection will focus on identifying engaging presenters who can describe evaluation work judged to be of high-quality, policy significance, and likely interest to members of the media.  A large number of possible education topics exist beyond mathematics and science education, including for example, evaluations related to various approaches to school reform, high-stakes testing, other accountability initiatives, Head Start and preschool programs more generally, the effect of policy changes regarding retention in grade, class size, and higher education funding, to name but a few. Although the presentations will focus primarily on findings from educational evaluation, some attention will be given to evaluation in other areas.  This should increase interest in long-term institutionalization at AEA, and may also contribute to the recruitment of an adequate base of journalists.  Selection of presenters will be made in conjunction with a special committee of AEA.

4) Invitations to science reporters from national and major local media.  Reporters will be identified for invitation, starting with selected reporters from major newspapers and newsweeklies.  Initially, reporters will be identified because their usual reporting beats include topics at least somewhat related to the planned evaluation presentations (e.g., education, policy, and science reporters).  In addition, geography will influence invitations (e.g., with more invitations to Atlanta-based reporters and to others in the Southeast and the Eastern corridor for the AEA annual meeting in Atlanta).  If the initial series of invitations does not result in an adequate number of expected media participants, a kind of snowball sampling will be used whereby reporters who are interested in attending will be asked to nominate colleagues at other media outlets. 

5) Identification of other AEA presenters who may have newsworthy presentations to highlight to the press. With the assistance of the AEA manager and conference committee, press will be alerted to regular AEA presenters and presentations of potential interest, and efforts will be made to facilitate attendance at relevant sessions as well as opportunities for informal interactions with presenters.

6) Development of other activities for press attendees.  Key among these will be an educational session about evaluation and the opportunities for news stories based on evaluation. AEA staff have also suggested having a session at which members of the press speak with general conference attendees about working with the press.  

7) As appropriate, other efforts to facilitate dissemination of the selected presenters work.  These presenters will not be required to prepare a new paper for publication in association with the conference (as this may be an obstacle for at least some potential presenters, especially those who have already published on the work they will present).  However, for presenters who are interested, the American Journal of Evaluation may be an appropriate outlet, and if several presenters whose work addresses the common general seem are interested, a proposal could be prepared for these to be published together as a volume in the New Directions for Evaluation.

8) General coordination before, during, and after the national AEA meeting.

9) Evaluation of this line of work.  Presenters, press attendees, and other attendees will be asked to evaluate the sessions.  Most likely, the evaluation instrument used for this purpose will be based on the questionnaire given to AEA annual meeting attendees.  In addition, Lexus/Nexus searches will be used to identify stories based on the AEA presentations and to search for increases in press coverage in the program and policy areas covered in a given year. Possible changes in coverage can be examined by looking at the number of articles, using a short time series with nonequivalent dependent variables design (Shadish, Cook, & Campbell, 2002), that is, by examining changes in coverage for the evaluation topics covered in presentations in a given year as well as for a selected set of topics not covered. 

10) Efforts to routinize and institutionalize this as an AEA activity following the grant period.  This will largely involve working with the AEA conference committee and Board.

The budget includes registration fees for up to 16 press attendees a year at the regular advance membership rate (rather than the non-member rate). In addition, as an in-kind contribution, the Board of Directors of AEA has agreed to waive registration fees for 16 additional press attendees each year. 

This proposed line of work has several potentially important benefits. It should increase media attention to evaluation, largely educational evaluation, including STEM evaluation. This increased attention should enhance the likelihood that evaluation findings will be considered and will make a difference in relevant policy and programmatic debates and decisions. The national pool of reporters who are able to and interested in reporting on evaluation should be increased. Moreover, the proposed method of dissemination should contribute to organizational capacity in the field by strengthening a national professional evaluation association. AEA should be strengthened, with its visibility and role in the field of evaluation enhanced. Evaluators who identify primarily with disciplinary or topic area professional organizations may come to see AEA as an important professional organization, increasing integration within the field of evaluation and perhaps leading to a stronger voice for evaluation on the national scene.

This line of work is also quite consistent with AEA's mission, which includes the goals of "increasing evaluation use" and "promoting evaluation as a profession".  Use of evaluation should be enhanced by an increase in quality reporting of evaluation findings, both in the short term (through the proposed sessions) and in the longer term (by building a base of reporters who cover evaluation).  If increased reporting of evaluation findings also helps contribute to demand for and institutionalization of evaluation, this should help promote evaluation as a profession.  In addition, if the proposed activities help raise the profile of AEA as the core professional organization for people involved in evaluation, this will both promote evaluation has a profession and enhance AEA's efforts more generally.

Dissemination
Just as evaluation findings cannot be used if they are not communicated, most efforts to build evaluation capacity will probably not make a difference unless they are adequately and appropriately disseminated.  Accordingly, dissemination is a key cross-cutting component of this proposal.  The three lines of work described in this proposal have somewhat different audiences and thus will be subject to somewhat different dissemination plans.  These dissemination plans are briefly described here in terms of different potential audiences. 

All three lines of work should be of interest to evaluation scholars and practitioners. For the work on principled discovery and on evaluation portfolio planning, presentations are planned at professional meeting such as AEA and AERA, and articles will be submitted to outlets such as the American Journal of Evaluation, Educational Researcher, and American Psychologist.  For the third line of work, dissemination is of course central, though primarily through the AEA presentations and workshops with the press, and less so with traditional articles and presentations for evaluators. Nevertheless, an article on the relationship between evaluators and the press may be prepared (collaboratively with the instructor for the special press workshop), or a special issue of New Directions for Evaluation may be developed examining the role of the media in the dissemination and use of evaluation.

Policymakers and others involved in the funding of programs at a national level are an important audience, especially for the portfolio planning and evaluation dissemination lines of work.  Dissemination to foundations, which in some cases are an important source of funding for educational and other innovations, will also be addressed for portfolio planning.  Among the targeted vehicles for dissemination to this audience are the Chronicle of Philanthropy and Foundation News & Commentary and the Evaluation Roundtable, an ongoing seminar for foundation executives and evaluation staff managed by Patti Patrizi.  Many of those involved in evaluation portfolio planning (e.g., federal and state agency personnel and program officers and foundations) attend evaluation conferences and read the evaluation literature, so they should also be exposed to the conference presentations and publications in evaluation journals. Policymakers are also of course an important audience that may be affected by the increased dissemination of evaluation findings in the media.

Among the possible avenues for dissemination to state and local parties involved in educational evaluation planning are the National Legislative Program Evaluation Society (both through its newsletter and annual meeting), newsletters of various state and regional educational research organizations, the National Association of State Boards of Education (perhaps through Education Week).  

The public is an important dissemination audience, in particular for the reports of evaluation findings that will appear in the media.  Important evaluation work almost certainly will not influence public opinion and dialogue about education unless that work is reported in the media. Although the audience for traditional news sources is shrinking, the media continue to have important effects on awareness, salience, and agenda setting in the public.  Thus, the dissemination efforts central to the proposed third line of work are critical.

Finally, a web site will be developed that can help disseminate information about all three lines of work to different kinds of audiences.  Brief descriptions of each line of work will be supplemented with links to the full text of conference presentations, working papers, and (if possible under copyright provisions) published papers.  An effort will be made to establish links with other relevant web sites (e.g., AEA and NLPES) and an announcement about the web site may be posted on relevant listserves.  Moreover, links can be provided to web sites that deal with other evaluation capacity building projects.  In this way, not only will the three proposed lines of work enhance each others’ dissemination.  Each can also to some extend enhance the dissemination of evaluation capacity building efforts more generally.
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